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Abstract

VLSI circuit partitioning problem is a physical design methodology, which divides a given circuit 

into segment abiding by some constraints and meeting certain objectives. The circuit portioning 

problem is NP hard. Ant colony optimization has been used to solve many computationally hard 

problems (NP hard problems). An evolutionary approach based on Ant colony optimization (ACO) is 

presented, which exploits the behavior of artificial ants modeled from real ants to solve the problem 

ACO has been used to solve many computationally hard problems(NP hard problems).Exiting 

conventional methods are unable to perform the required breakthrough in terms of complexity, time 

and cost. 
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1. Introduction 

With the advancements in VLSI technology the chip complexity is increasing which leads to more 

integration and increased in design sizes. The delay is also increases because of large area of chip is 

occupied by interconnects. As more number of components required to increase the functions in a 

circuit which results into a complex design and degradation in performance of a circuit. Circuit net list 

partitioning or circuit partitioning is an important step in VLSI physical design to solve these 

problems up to some extent. The main objectives of circuit net list partitioning include minimization 

of number of interconnections between the partitions, minimization of delay due to interconnections 

between partitions and ratio-cut minimization. In circuit partitioning, circuit is divided into n-parts to 

increase its performance by minimizing the critical path delay, power consumption and number of 

partition interconnection i.e. net cut. The partitioning process is NP-Hard. This type of problem is 

solved by heuristics.  It can be grouped into two classes i.e. Constructive and Iterative. In the 

constructive mode the gates or components are not assigned to a partition. In case of iterative mode, 

the components are assigned to a partition. 

Heuristic can also be further divided into two parts i.e. deterministic and non-deterministic . Earlier 

gives identical results, but non-deterministic gives different result each time when heuristic is run. 

The later heuristic give quality of solution in a shorter time than earlier one. The solution is evaluated 

keep in mind importance of both the objective and requirement constraints. In this paper biological 

inspired heuristic (ant colony) is used to solve such problem. The ant colony implemented is closely 

rooted at the biological and behavioral model of real social insects. It is non-deterministic heuristic 

and could be used as both constructive and iterative. The solution uses many ants of simple nature and 

limited memory requirements .The intelligence of the heuristic is not given by individual ants, but 

rather is expressed by the colony as a whole. The proposed metaheuristic is Ant Colony Optimization. 

Applications of ACO algorithms fall into the two important classes of static and dynamic 

combinatorial optimization problems. Static problems are those whose topology and cost do not 

change while the problems are being solved.TSP is an example of static type in which city locations 

and intercity distances do not change during the algorithm’s runtime. But in the dynamic problem the 

topology and costs can change while solutions are built, example of such type is routing in 

telecommunications networks, in which traffic patterns change all the time. Circuit partitioning is also 

similar type of problem. The early attempts to solve the circuit partitioning problem were based on the 
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representation of the circuit as a graph G = (V,E), where V is a set of nodes (vertices) representing the 

fundamental components, such as gates, flip-flops, inputs and outputs and E is a set of edges 

representing nets present in the network. Each edge e £ E connects exactly two nodes Edge ei of E is 

connected to exactly two nodes vj,vk of set V. Which is denoted by ei=(vj,vk).Graph partitioning 

problems representing VLSI design problems usually involve separating the set of the graph nodes 

into disjoint subsets while optimizing some objective function defined on the graph vertices and 

edges. The objective functions associated with the graph partitioning problems usually treat these 

classes of edges in different ways. 

Partitioning an appropriately designed geometric embedding of netlist, rather than a traditional 

graph representation, yields improve results as well as large speeds ups [20]. Better results has been 

taken by using Tabu search heuristic to guide an efficient interchange algorithm to reduce the number 

of the cut nets for K-partitions that are initially generated by a numerical eigen vector model [15]. 

Probabilistic method for circuit partitioning which gives good cutsets as compare to iterative as well 

as other techniques[20]. Neuro-memetic algorithm has been effective, especially in the case of a large 

number of cells when compared with other model. The algorithm has achieved very low minimum 

cut. In this, the circuit partitioning optimization is focused on finding an acceptable solution based on 

the delay, power, and cut-set cost [31]. Several researchers have contributed to solve the circuit 

partitioning by using different technique [21, 22, 30]. 

 

2. Need of Circuit Partitioning 

The essence of netlist partitioning is to divide a system into clusters such that the number of inter-

cluster connections is minimized. There are several reasons why partitioning has recently emerged as 

a critical step in many phases of VLSI systems synthesis. With rapid advancements in integration 

technology, it is possible to place a large number of logic gates on a single chip. Despite this fact, it 

may become necessary to partition a circuit because it is too large to be placed on a single chip or I/O 

pin limitations. The larger the gate count of the circuit, the larger the number of I/O pins associated 

with circuit. Due to this cost of packaging increases. So partitioning divides a system into smaller, 

more manageable components; the number of components corresponds to the interactions between the 

design sub-problems. 

Finally, partitioning heuristics affect the layout area, improves autoroutbility, since it suggests 

reducing the wire congestion in any given layout region. All of these considerations motivate the 

development of netlist partitioning algorithms. The example of partitioning is shown in the figure 1. 

 

3. Proposed Work 

 Ant colony optimization algorithm is used for partitioning the circuit. In this algorithm, mimics 

biological ants in finding their food and marking their own territory. In this work ant’s model is 

followed as closely as possible. Many simple ants are used to accomplish the same task. Simple ants 

are oblivious of their environment and require very small memory (pheromone), which makes this 

model match closely that of the biological model. There is no central organization; simple rules 

applied by all ants will collectively form the new solution. The principal idea this approach is based 

on is self-organization. 

Colonies of social insects composed of thousands of individuals, which have “cognitive abilities” 

that is better than the abilities of each of the individual members. This happens, as if the colony is 

ruled by the invisible hand of a central organizer. Each individual in the community works according 

to simple instinctive rules. They are totally unaware of the direction their entire society is heading. In 

fact, there is no direct connection between the individual behaviour and the colony direction as a 

whole. 

Animat follow a set of local rules, which collectively create a solution to the circuit partitioning 

problem. The individual animats are unaware of the collective task they are accomplishing or the 

global state of the system. Local optimization techniques are also employed to assist the animats in 

achieving a good solution. The basic foundation of the algorithm is to consider each vertex in the 
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graph or circuit as a location that can hold 

any animat. The animat can move 

around the graph by moving across edges 

to reach a new vertex. Each animat belongs 

to one of the species. However, 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Circuit Partitioning 

 

animats of all species follow the same rules. To start the algorithm, n animats are placed on the 

circuit. Their species and location are chosen randomly. At any point throughout the algorithm, the 

configuration of animats on the circuit constitutes a partitioning of the graph in the following way. 

Each vertex is considered to be colonized by one species. At a given time, it is said to be colonized by 

whichever species that has the greater number of animats on it. Any ties are recorded and the ties are 

broken in a random order by assigning the vertex to the species that result in a lower cut size. The set 

of all vertices colonized by species A constitutes A’s colony and the vertices colonized by species B 

form B’s colony and likewise others. In addition, each vertex can hold pheromone. The value of 

pheromone is updated after each tour of ant. 

The idea of the algorithm is for each species of animats to form a colony consisting of a set of 

vertices that are highly connected to each other but highly disconnected from the other colony. The 

result should be two sets of vertices i.e. partitioning of the vertices into two sets that are highly 

connected amongst themselves, but have few edges going to the other sets. (i.e., a very small cut size). 

 

4.1. Algorithm for Circuit Partitioning using ACO 

1. First divide the circuit in to two parts and note down the cut set(interconnections between two 

parts). 

2. Start the iteration from node1. 

3. Move the ant to next node based on the probability  and store the node. 

4. If probability of two nodes equal than tie is there. Based on the cutest assign the nodes. 

5. The ant can move or the tour length is equal to half of the total nodes. 

6. Update the pheromone value after each movement of ant. 

7. Store the tour after last iteration. 

8. Evaporate pheromone value after each tour of ant. 

9. Calculate the cut set. 

10. Repeat same for different nodes .store all the cut set value. 

11. Find the minimum cut set value from store value. 
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12. The above steps are repeated until the following condition satisfied. 

a) If new cut set >old cut set for half the nodes 

b) If new cut set =old cut set for  half the nodes 

c) No. of times loop from step 1 to 11 occurred = nodes 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Update Pheromone Value after Every Movement 

 

4.2. Mathematical Formulation 

1. Take file as input and convert it into the matrix form. 

2. Total ant or nodes= ∑𝑁𝑖   Where 𝑖 varies from 1 to n. 

3. Now divide the circuit into two parts. 

      Partition ∑𝑃𝑗  and ∑𝑃𝑘  

a) Where 𝑗 varies from 1 to 𝑛1 and 𝑘 varies from (𝑛1 + 1) to n. 

b) The number of nodes in both partition should be equal i.e. Balance criteria   ∑𝑃𝑗 = ∑𝑃𝑘  and 

∑𝑁𝑖 = ∑𝑃𝑗 + ∑𝑃𝑘Calculate the gain of the circuit using the following  formula. 

4. Internal cost = I = (∑c(1:n1,1:n1))(∑(c(n1+1:n,n1+1:n)) 

External cost = E = (∑c(1:n1,n1+1:n))(∑c(n1+1:n,1:n1)) 

Gain = g = E-I 

5. Start the movement of ants and initialize the parameters. 

6. Take the first ant suppose from ∑Pj   and Move the ant based on the following probability. 

p(v) = gvc + pvp+ Pmin 

Where vc is the number of vertices adjacent to v, g is the connectivity weight or gain and vp is the 

amount of pheromone of the animat’s species on vertex v, p is the pheromone weight and Pmin ·is 

a fixed amount added to prevent any probabilities from being zero. 

7. Update the pheromone value of the nodes by using following formula. 

Pheromone value = τ+ Δτ  

Where, i) τ = Pheromone value = Previous pheromone value 

            ii) Increment in pheromone value Δτ = (y)((τ) (x))e
-(
 
τ )( (x)

 

                   iii) Forage Pheromone X-Scale = X = 0.4 

                  iv) Forage Pheromone Y-Scale=Y = 1.5 

Graph of above function shown in figure 2. 

8. Evaporate the pheromone value based on the following formula. 

Pheromone value = (τ)*e
-(τ)(r) 

Where, τ = Pheromone value = Previous pheromone value 

Evaporation rate = r = 0.025 
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Graph of pheromone evaporation is shown in figure 3. 

9. Now store the node in tour. 

10. Note down the cutest. 

11. Now repeat the above steps for different nodes and note down the cut set value. 

12. Store the cut set values for different partition in a variable and find the minimum cut set value. 

 

Figure 3. Evaporation of Pheromone Value 

Repeat the above steps until following condition satisfied. 

a) If new cut set >old cut set for half the nodes 

b) If new cut set =old cut set for  half the nodes 

c) Number of times loop from step a to l occurred = nodes 

 

Figure 4. Net Cut Variations for Different Set 

5. Results and Discussions 

The Ant Colony heuristic produced very encouraging and comparative results for small and 

medium sized benchmark circuits. Table 1. below shows the results of test experiments for small and 

medium sized benchmark circuits. All results are obtained for balance criteria i.e. the number of 

components or gates in the partition should be equal, using this constrained we can compare this 
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algorithm with other optimization algorithm. The figure 4. and 6. shows the variations of cut set of the 

benchmark circuit spp_N100_E103_R6_332 in different ant tours based on balance criteria which 

formed one set. It also shows that there is randomness in the algorithm which produced totally 

different result in each run. figure 7. shows that constant minimum cut set of the benchmark circuit 

spp_N100_E103_R6_332, when all the possible tours i.e. set is repeated for half the number of nodes 

times. 
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Figure 5. Flow Chart for Circuit Partitioning Using ACO 

 

 
Figure 6. Net Cut Variations of Ants for Different Tour or in a Set 

 

Figure 7. Net Cut variations for Different Set 

6. Conclusion 

The circuit partitioning problem is a well known NP hard problem. Various traditional algorithms 

are used to solve this problem. But due to complexity of different types of algorithms a better way is 

to use metaheuristic algorithms i.e. ACO. An algorithm using ACO techniques with local 

optimization was developed for solving the circuit partitioning problem. Animats are placed on a 

graph and move according to probability function. The emergent behavior of population following 

these rules, coupled with a local optimization, results in different partitions of the circuit with low cut 

size. Success of the algorithm is attributed to the fine mixture of simple definite steps and decisions 
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based on random functions. This mixture of order and randomness is a characteristic of many 

processes in nature. 

 

Table 1. Results of Partitioning on Benchmark 

 

Future Scope 

In future scope more factors could be added to the move selection that would force the colonies 

away from each other. This could make the algorithm even more competitive when compared with 

other heuristic algorithms. From the theory side, researchers are trying either to extend the scope of 

existing theoretical results. From the experimental side, most of the current research is in the direction 

of increasing the number of problems that are successfully solved by ACO algorithms, including real-

word, industrial applications. Currently, the great majority of problems attacked by ACO are static 

and well-defined combinatorial optimization problems, that is, problems for which all the necessary 

information is available and does not change during problem solution. For this kind of problems ACO 

algorithms must compete with very well established algorithms, often specialized for the given 

problem. Also, very often the role played by local search is extremely important to obtain good 

results. Although rather successful on these problems, it is believed that ACO algorithms will really 

evident  their strength when they will be systematically applied to “ ill-structured” problems for which 

it is not clear how to apply local search, or to highly dynamic domains with only local information 

available. A first step in this direction has already been done with the application to 

telecommunications networks routing, but more research is necessary. 
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